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ProteinGPT: 
Overview
❖ Stage I: Modality Fusion/Alignment
- Learn alignment between protein 

representations and text

❖ Stage II: Instruction Tuning
- Instruction-tuning using QA pairs for 

precise, concise answers
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ProteinGPT: 
Overview
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ProteinGPT
Modality Fusion Stage

Modality Alignment

❏ Uses frozen encoders for sequences (ESM-2) 
& structures (esm_if1_gvp4_t16_142M_UR50).

❏ Captures both sequential and spatial protein 
features.

❏ Aligns embeddings through linear projection 
layers -> summary/abstract of protein.
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ProteinGPT
Instruction Tuning Stage

Instruction Tuning

❏ Fine-tunes on a curated Protein QA dataset.

❏ Generates both open- and closed-ended QA 
pairs with GPT-4o.

❏ Optimizes for concise, context-aware protein 
responses.
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Evaluation on ProteinGPT

ProteinGPT & GPT/o-series Ablation Study

Modality Alignment: makes the response semantically plausible
 Instruction tuning: make response preferred style (brief and concise)
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OpenAI o1-mini
Protein 6RE5
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OpenAI o3-mini
Protein 6RE5
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DeepSeek-R1
Protein 5XSP

9



ProteinGPT
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